Obfuscated Challenge-Response: A Secure Lightweight Authentication Mechanism for PUF-Based Pervasive Devices
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Abstract—Low cost pervasive devices such as RFID (radio-frequency identification) tags and sensor nodes are increasingly becoming part of the fabric of life. Using these pervasive devices to store and collect data securely is becoming a challenge because stringent requirements on power and area constrain the implementation of standard cryptographic mechanisms used for providing essential security services such as authentication. In this paper, we propose a secure and lightweight authentication protocol for resource scarce pervasive devices built upon a physical unclonable function (PUF) primitive termed Obfuscated PUF (OB-PUF). We develop a variant of a parameter-based authentication protocol. This protocol sends obfuscating challenges to an OB-PUF, and guarantees the subsequent recovery of the obfuscated challenges by a server (verifier). In particular, our approach exploits server (verifier) aided computations to reduce the hardware complexity on the pervasive device while still maintaining a high level security, and takes advantage of the known vulnerability of PUFs to model building attacks. Most importantly, the unclonability of the OB-PUF and, consequently is reserved, OB-PUF based pervasive devices are resilient to cloning. We also show, through statistical analysis and implementing model building attacks, that constructing a model of the OB-PUF by an adversary is infeasible when our proposed challenge obfuscation method is employed.

Index Terms—Physical Unclonable Function, Pervasive Device, Obfuscation, Model building attacks, Hardware security, Authentication.

I. INTRODUCTION

Nowadays, computing is trending towards lower area-cost and power-cost devices such as wireless sensor nodes, RFID transponders, and smart dust. These secure and light computational platforms are the foundation for building the next generation pervasive and ubiquitous networks, often exemplified by the IoT (Internet-of-Things). Applications built upon such low cost devices range from monitoring bushfire to battlefields as well as securing pharmaceutical supply chains to prevent the trade in counterfeit medications. These applications rely on low cost pervasive devices to collect, store and send sensitive information, through wireless networks. Providing fundamental security services, such as authentication, for such devices is a significant challenge, especially taking into the requirements of small footprint and power consumption of these resource-constraint pervasive devices.

Providing authentication can be achieved by simply storing a secret (private key) on the device as a trust anchor. However, it has been shown that stored keys can be cloned by using, for example, physical attacks or side channel attacks [1], [2]. Further, implementation of standard cryptographic mechanisms is extremely challenging because stringent requirements on power and area limits their use in practice. For example, even minimalistic implementations of standard asymmetric key primitives such as AES (Advanced Encryption Standard) providing fast and low computational cost implementations in hardware used or hash functions such as SHA-1 (Secure Hash Algorithm) take thousands of gates and require thousands of clock cycles for operation [3], [4]. More importantly, they can not completely protect pervasive devices against being cloned [5]. Although tamper-resistance mechanisms can be implemented to prevent different types of attacks from extracting the stored keys, these mechanisms are too expensive to be applied to such cost-sensitive pervasive devices [6].

An emerging class of hardware security primitive—Physical Unclonable Functions (PUF)—offers a promising low cost solution for authenticating pervasive devices that cannot be physically cloned. Note that PUFs, especially silicon or circuit based PUFs, offer a simple alternative to acting as a ‘finger-print’ of a hardware device with a small hardware footprint. A silicon based PUF extracts secrets from a complex physical function by taking advantage of uncontrollable process variations resulting from fabrication processes. Therefore, a PUF is easy to build but practically impossible to duplicate even by the same manufacturer owing to the inevitable process variations. When a PUF is stimulated by a challenge (input), C, a corresponding response (output), R, will be generated and determined by \( f(R) \), where \( f(\cdot) \) is a physical function that is unique to each device. Given the same challenge, \( C \), different PUF instantiations built upon the same design will...
present a different response, $R$. The challenge, $C$, and its corresponding response, $R$, are commonly referred to as a Challenge Response Pair (CRP). A set of CRPs can be used to identify/authenticate a PUF and hence the PUF integrated object, eg. ICs. Therefore, it is highly favorable that a PUF has an exponential number of CRPs as in the Arbiter PUF (APUF) [7], [8] and $k$-sum PUF [9].

Conventional PUF-based authentication—CRP-based authentication—exploits a challenge response protocol [8], [10]. In such a protocol, before the PUF is transferred to a prover, a CRP database of a PUF is established by the server (verifier) through measurements during enrollment phase. It is estimated that such an authentication mechanism can be implemented by using less than 1000 gates [5], [11]. With practically very large numbers of CRPs available, each pair is never used more than once to avoid replay attacks. This essentially serves as a low cost one-time pad for pervasive devices yielding a provably secure system where secret keys cannot be cloned and complex cryptographic operations are not required.

However, if an adversary can eavesdrop on CRPs or have access to a physical device for a short period to measure CRPs, it has already been shown that such a conventional CRP-based authentication protocol is vulnerable to model building attacks [7], [12]. It is shown that an adversary armed with only thousands of CRPs from, for example, a highly desirable silicon PUF architecture with exponential CRPs such as an APUF or a $k$-sum PUF built on linear additive blocks, and with access to a typical modern laptop computer can build a model of a PUF in less than one minute [13]. To increase the complexity of the task faced by an adversary to perform a model building attack, several solutions are proposed in the literature. One solution is to add nonlinearity, such as XOR-ing the responses of several PUF instantiations to generate a single bit response. Another solution is to alter the PUF architecture, for example, as in the Feed Forward Arbiter PUFs [7], [14] and lightweight secure PUFs [15]. Unfortunately, increasing the complexity of model building attacks through the integration of more non-linear elements also significantly reduces the reliability of the PUF [7], [12]. In addition, Such solutions only provide a modest protection on PUFs against model building attacks [12], [16].

Unlike the previous approaches, two recent proposals [17], [18] have demonstrated an innovative alternative that effectively hides the direct relationship between $C$ and $R$ from an adversary while still enabling successful authentication of a PUF-based device by a server. In these proposals, an adversary cannot obtain the exact pair of $C$ and $R$. However, the server (or verifier) is still able to discover the exact $C$ and $R$ pair to successfully authenticate a PUF (or prove). Because the server can take advantage of the vulnerability of the PUF to model building attacks, hence to build a model of the PUF during the enrollment phase to verify the response from the PUF [19], [17], [18]. In general, both of these approaches [17], [18] post-process the response generated on device, i.e. decimation [18] and sub-string padding [17]. Then only the decimated and expanded response is observable to prevent an adversary obtaining the direct relationship between $C$ and $R$.

In contrast, we propose a different approach—challenge obfuscation—that is suitable for authentication of low cost pervasive devices. We summarize the contributions from our study below:

- We propose a lightweight authentication protocol—obfuscated challenge-response authentication protocol—suitable for low cost pervasive devices and resilient to model building attacks. Only exposing an obfuscated PUF challenge—partial challenge, hence prevent model building attacks. The successful authentication by the server is ensured by first taking advantage of the ability to build a parameter model of a physical PUF expeditiously during the enrollment phase. Therefore, the server has the parameter model and the prover has the physical PUF during the authentication phase, while an adversary is faced with the massively difficult task of recovering the relationship between the obfuscated challenges and responses.

- We propose a method for a device to generate a full challenge from an obfuscated challenge to ensure resilience to model building attacks and provide a challenge recovery method for the server to discover the challenge used by the prover. We show that our proposal can be implemented at low cost. Then, we systematically evaluate the obfuscated challenge-response mechanism and propose a solution to reduce degradation in uniqueness (distinguishibility) of OB-PUF instances as a consequence of the multiple possible responses an OB-PUF can generate for a given obfuscated partial challenge.

- We perform statistical analysis to illustrate the exponentially increasing workload that an attacker will face to build a model of an OB-PUF after implementing the proposed obfuscated challenge-response mechanism. Further, we employ previously successful model building attack methodologies to break PUFs to evaluate the enhanced security provided by our approach.

II. RELATED WORK

Over the years, a number of PUF structures have been proposed, built and analyzed. These include time delay based PUFs such as the Arbiter PUF [6], [7] (APUF), Feed-Forward APUF [7], and Ring-Oscillator PUF [8] (RO-PUF); Memory-based PUFs leveraging device mismatch such as SRAM PUF [20], Latch PUF [21], Flip-flop PUF [22]. A comprehensive review of different PUF architectures can be found in [23], [24]. In recent years, emerging PUFs with nanotechnology initially investigated aim to build PUFs beyond the aforementioned conventional silicon PUFs by taking advantage of prevalent process variations as a consequence of scaling devices and structures down to the nanoscale region, and other unique properties offered in emerging nanodevices [25], [26], [27]. A review of such nanotechnology-based PUFs can be found in [28].
Examples of PUFs that build upon linear additive blocks include the APUF [6], [29], [8] and the $k$-sum PUF [9], [24]. These PUFs are favorable, because they offer an exponential number of CRPs. However, they are vulnerable to model building attacks using machine learning techniques. From the model building attack perspective, both architectures have the same topology, therefore in this paper, the APUF is considered to demonstrate the proposed method, nonetheless this does not limit its applications to other PUF structures that can generate a large number of CRPs.

The APUF consists of $k$ stages in sequence, each stage is composed of two 2-input multiplexers as shown in Fig. 1, or any other architectures that have two signal paths. To generate a response bit, a signal is applied to the first stage input, while the challenge $C$ is used to determine the signal path to the next stage. The two electrical signals simultaneously race through each multiplexer path (top and bottom paths) in parallel. At the end of the APUF architecture, an arbiter, which can be implemented by a latch, can be used to determine whether the top or bottom signal arrives first and hence outputs a logic ‘0’ or ‘1’ accordingly.

It has been shown that an APUF can be modeled via a linear additive model since a response bit is generated based on the summation of each time delay segment in each stage (two, additive model since a response bit is generated based on the top or bottom signal arrives first and hence outputs a logic ‘0’ or ‘1’ accordingly.

The Fig. 3 shows the OB-PUF structure. It comprises a random number generator (RNG), challenge control block and the PUF block. In our article we analyse an OB-PUF integrated within a pervasive device that generates a response (see Fig. 2). The obfuscated challenge prevents an adversary building a model of the OB-PUF through modeling attacks. However, the server can still successfully authenticate the device by using a challenge recovery method. Hence, the server has mathematical models of the OB-PUF through modeling attacks. However, the server can still successfully authenticate the device by using a challenge recovery method. Hence, the server has mathematical models of the underlying PUFs used in OB-PUFs.

III. OBFSUCATED CHALLENGE-RESPONSE AUTHENTICATION MECHANISM

Our goal is to obfuscate the direct relationship between challenges and responses from an adversary by revealing only partial challenges or obfuscated challenges. It is the partial challenge, $C_{OB}$, that will be applied to an OB-PUF integrated within a pervasive device that generates a response (see Fig. 2). The obfuscated challenge prevents an adversary building a model of the OB-PUF through modeling attacks. However, the server can still successfully authenticate the device by using a challenge recovery method. Hence, the server has mathematical models of internal PUFs in the PUF block—see Fig. 3—within the OB-PUF and the device has a physical OB-PUF while the adversary faces a challenge to build a model of OB-PUF. First we describe OB-PUF structure at the heart of the authentication mechanism.

A. Obfuscated PUF Primitive: OB-PUF

The Fig. 3 shows the OB-PUF structure. It comprises a random number generator (RNG), challenge control block and the PUF block. In our article we analyse an OB-PUF built upon APUFs. As can be seen, a PUF block consists of a large number of CRPs. These PUFs are favorable, because they offer an exponential number of CRPs. However, they are vulnerable to model building attacks using machine learning techniques. From the model building attack perspective, both architectures have the same topology, therefore in this paper, the APUF is considered to demonstrate the proposed method, nonetheless this does not limit its applications to other PUF structures that can generate a large number of CRPs.

The Fig. 3 shows the OB-PUF structure. It comprises a random number generator (RNG), challenge control block and the PUF block. In our article we analyse an OB-PUF built upon APUFs. As can be seen, a PUF block consists of a large number of CRPs. However, they are vulnerable to model building attacks using machine learning techniques. From the model building attack perspective, both architectures have the same topology, therefore in this paper, the APUF is considered to demonstrate the proposed method, nonetheless this does not limit its applications to other PUF structures that can generate a large number of CRPs.
Two possible responses in implementation with PUF. A response is only 1-bit, is expected to be 50%. Therefore, the probability in a conventional authentication scheme built upon OB-PUFs instances. And degrades our ability to uniquely identify or distinguish responses from different OB-PUF instances given the same C_{OB} and the randomly selected Pattern. Core idea of OB-PUF is that the Pattern, hence a corresponding C, is randomly chosen by a RNG and that the selection is hidden from an adversary as well as the server (verifier).

**B. Uniqueness of OB-PUF**

In the authentication scheme, only C_{OB} and one possible R are exposed. This can obfuscate the exact relationship between the possible C and the exposed R. This obfuscation method, however, introduces a large collision probability among responses from different OB-PUF instances given the same C_{OB} and degrades our ability to uniquely identify or distinguish OB-PUFs instances.

As a motivating example, firstly, we consider the collision probability in a conventional authentication scheme built upon a PUF primitive using two different PUFs, PUF_A and PUF_B, stimulated by the same full length challenge C, the collision probability between R_A and R_B, here n_{ins} = 1 and hence the response is only 1-bit, is expected to be 50%. Therefore, the server has a 50% probability of differentiating PUF_A from PUF_B.

Next, we consider a partial challenge C_{OB} and two Pattern implementation with n_{ins} = 1. Here, C_{OB} will give two possible responses R_{A1} & R_{A2} for OB-PUF_A and R_{B1} & R_{B2} for OB-PUF_B, respectively. As for the server, it is able to differentiate OB-PUF_A from OB-PUF_B only if \{R_{A1} = R_{A2}\} \neq \{R_{B1} = R_{B2}\}. Therefore the probability of being able to distinguish two given OB-PUFs, P_{dist}, is \frac{1}{2^n}, as a consequence, the collision probability P_{collision} between possible responses R_A and R_B is 1 − \frac{1}{2^n}. We can now see that the server faces a challenge in distinguishing between OB-PUF_A and OB-PUF_B.

To lower the collision probability or to increase the distinguishability, simultaneous generation of a multiple bit response R should be deployed. In this case, n_{ins} basic PUF instances should be implemented in parallel within the PUF block shown in Fig. 3. The parallel PUF instances will share the same challenge to generate n_{ins}-bit response R. Then, the relationship between the collision probability and n_{ins} is derived as

\[ P_{collision} = 1 - (1 - \left(\frac{1}{2^n}\right))^{2p}, \]

where p is the number of Patterns used. As a consequence, the distinguishability or uniqueness is given as:

\[ P_{dist} = 1 - (1 - \left(\frac{1}{2^n}\right))^{2p}. \]

It can be seen that the higher P_{collision} introduced by our latent challenge method can be greatly decreased through implementing basic PUF instances in parallel sharing the same challenge. When n_{ins} = 3 and p = 2, the uniqueness is 58.62%.

**C. Obfuscated Challenge Pattern Control**

The CRPs from an APUF have correlations, which means that the hamming distance (HD) between C_1 and C_2 of an APUF has a positive correlations with the HD between R_1 generated by C_1 and R_2 generated by C_2. For binary strings X and Y of same length n, the HD between them is defined as:

\[ \text{HD}(X, Y) = \sum X \oplus Y. \]

In the OB-PUF, one C_{OB} will give p possible Cs. Therefore, there will be p possible Rs. The R exposed is randomly determined by the RNG. If the HDs among p possible Cs are small, as a consequence, the HDs among p possible Rs has a high chance to be small. In other words, if the HDs among p possible Cs are too small, it does not matter which Pattern is chosen by RNG, the adversary can simply select one possible C and the exposed R to train the model. Because it is reasonable to use R_1 to replace R_2 as the response corresponding to C_2 as long as the HD between C_1 and C_2 are very small.

We can see that having a small HD between possible Cs is a security latency that can be utilized by the adversary to carry out model building attacks on the OB-PUF since it is unnecessary for an adversary to guess which Pattern is chosen. This issue—if it is not addressed appropriately—will yield the design of OB-PUF vulnerable to model building attacks despite our attempts to obfuscate the relationship between C and R. To eliminate this flaw, we must maximize the HDs among p possible Cs.

To maximize the HDs among p full length challenges, the public known Patterns must be designed according to a set of rules. The two example Patterns listed in Fig. 4, i.e where p = 2, is one of the strategies to maximize the minimum HDs among four possible Cs given m = 5 eliminated bits. Based on our simulation, the two Patterns shown in Fig. 4 can give near 32 bits HD on average among two possible Cs given C_{OB}. Therefore, such Pattern design ensures a maximum HDs among two possible Rs generated by the same C_{OB}s.

Moreover, the illustrated Patterns in Fig. 4 are always inserted in the partial challenge C_{OB} as a contiguous bit string.
Therefore, in a practical design, *Patterns* and the received $C_{OB}$ string can be directly applied to the PUF block with simple control logic circuits that are implemented in the challenge control block.

D. Challenge Recovery

The server has the task of recovering the full length challenge $C$ used by the OB-PUF once a response $R$ is received. During the challenge recovery stage, the server firstly emulates all possible responses corresponding to $p$ possible Cs based on publicly known information on *Patterns*. Then the server compares each emulated response $R_{emu}$ with the response $R$ sent from the prover (device). Only the $R_{emu}$ generated based on the same *Pattern* that is used in the OB-PUF device to generate received $R$ will be same. Otherwise, they will not match if $R_{emu}$ and received $R$ are not generated based on the same *Pattern* from the same OB-PUF. Therefore, the server has the ability to discover the *Pattern* with the help of the parameter model of OB-PUF.

E. Obfuscated Challenge-Response Authentication Protocol

Now we present the obfuscated challenge-response authentication protocol—a variant of a parameter-based authentication protocol [17], [18]—based on the OB-PUF primitive, and briefly illustrate in Fig. 2, below:

1: A server collects a number of CRPs from the underlying PUF instance in PUF block of OB-PUF and obtain a parameter model of the OB-PUF. Then the extraction of CRPs is destroyed, e.g. fuse the extraction wires.

2: Whenever authentication is requested, the server randomly selects and sends a partial challenge $C_{OB}$ to the pervasive device which applies $C_{OB}$ to the OB-PUF to obtain a response $R$ (see Fig. 3). The prover sends the obtained $R$ back to the server.

3: The server attempts to authenticate the device by implementing the challenge recovery method to select a candidate emulated response $R_{emu}$ to compare with the $R$. If the candidate emulated response for the given $C_{OB}$ same to the received $R$, the authenticity of the pervasive device is established; otherwise, the authenticity is rejected.

Notably, a specific partial challenge $C_{OB}$ is only used once. Multiple rounds of authentication can be carried out following the aforementioned three steps to ensure both false rejection rate and false acceptance rate to be low.

IV. Analysis

A. Statical Analysis

The number of CRPs needed to train a machine learning model is a function of the prediction accuracy $1-\epsilon$ ($\epsilon$ is the prediction error rate of the machine learning model) and the number of stages, $k$, in an APUF [12], [16], [17]

$$N_{CRP} = O\left(\frac{k}{\epsilon}\right)$$

(7)

In order to impersonate a physical PUF, the model should achieve a prediction rate higher than the reliability of the PUF. To achieve a prediction accuracy of $1-\epsilon$, the adversary needs $N_{CRP,1-\epsilon}$ CRPs for training a model to break a $k$-stage APUF. However, in our case, the adversary has no knowledge of full length challenges and hence has to guess it based on guessing the *Pattern* that is randomly selected in the OB-PUF. Nevertheless, an adversary may try to achieve the same prediction accuracy of $1-\epsilon$ from machine learning using a challenge-replication strategy [18] in which the adversary substitutes $p$ possible CRPs one by one given a $C_{OB}$ to their model. Now, for each possible CRP, the adversary needs to build up a new model based on the previous models. Then the number of models the adversary has to build is [17]:

$$N_{Model} = p^{N_{CRP,1-\epsilon}}$$

(8)

where $N_{Model}$ is the number of models the adversary needs to build up, and then one of the models will pass the authentication or, in other words, impersonate the underlying physical APUF used in the OB-PUF. In the above equation, it can be seen that by only using $p = 2$ *Patterns*, the adversary already faces a monumental challenge, i.e. attack complexity of the order of $2^{640}$ for an APUF stimulated with a 64 bit challenge, to build a valid model with misclassification lower than 1% [13]. Moreover, the number of *Patterns* can be increased to an even larger number, which will further increase the computational load of the adversary.

B. Model Building Attack Results

The CRPs used are generated using simulations that can effectively model a physical APUF architecture as in [14], [12], [16].

As for OB-PUF, there are $p$ possible responses for a given $C_{OB}$. If the response predicted by the OB-PUF model is same to one of the possible responses from a physical OB-PUF, then the model of an OB-PUF can impersonate the physical OB-PUF. Therefore, $P_{\text{pred}}$ of OB-PUF is the probability of the response $R$ predicted by the model matching one possible response $R_s$ from a physical OB-PUF for a given partial challenge $C_{OB}$.

We employed LR (logistic regression) machine learning algorithm to build a model, because this algorithm is the most successful algorithm for modeling attacks [13]. The $P_{\text{pred}}$ of

<table>
<thead>
<tr>
<th>CRPs ($\times 10^3$)</th>
<th>XOR2-APUF</th>
<th>OB-PUF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{\text{pred}}$</td>
<td>Time</td>
</tr>
<tr>
<td>10</td>
<td>71.11%</td>
<td>0:34 min</td>
</tr>
<tr>
<td>20</td>
<td>84.89%</td>
<td>0:53 min</td>
</tr>
<tr>
<td>30</td>
<td>92.85%</td>
<td>1:31 min</td>
</tr>
<tr>
<td>50</td>
<td>96.09%</td>
<td>2:43 min</td>
</tr>
<tr>
<td>100</td>
<td>97.38%</td>
<td>6:10 min</td>
</tr>
<tr>
<td>200</td>
<td>97.93%</td>
<td>12:59 min</td>
</tr>
<tr>
<td>1,000</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
OB-PUF is shown in Table I. A comparison, we also show that the \( P_{pred} \) for XOR2-APUF is 96% using only 50,000 CRPs. In [7], it shows that the worst-case reliability of an APUF is 95.18%. Therefore, the reliability of a XOR2-APUF under worst-case is 90.82%. This indicates that the XOR2-APUF is broken already as the \( P_{pred} \) of XOR2-APUF is already 5% higher than its reliability [29].

To keep an OB-PUF stable, all \( n_{ifs} = 3 \) APUF must generate stable response bits simultaneously. Considering the worst-case 95.18% reliability of an APUF, the reliability of an OB-PUF is \( (95.18\%)^3 = 86.24\% \). It can also be seen that the \( P_{pred} \) is still 14% lower than the reliability, 86.24%, of the OB-PUF under worst-case. Therefore, the OB-PUF cannot be broken even after using more than one million CRPs—as machine learning did not converge when using 1 million CRPs.

V. Conclusion

In this paper, we proposed an obfuscated challenge-response authentication mechanism suitable for authenticating pervasive device at low cost, which is lightweight, secure and cannot be cloned. Such an authentication mechanism can prevent an adversary from exploiting model building attacks to break the authentication mechanism and yet allows the server (or verifier) to successfully authenticate the OB-PUF based pervasive device (or prover). Statistical analysis demonstrates exponentially increased computational load to the adversary. In addition, results of model building attacks test indicates the enhanced security of the proposed OB-PUF. As a consequence, our results confirm the enhanced security provided by our lightweight authentication mechanism.
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